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Abstract—This letter proposes an optimal active per-
ception strategy using the Constructibility Gramian (CG)
as a metric to quantify the richness of the information
acquired along the planned trajectory. A critical issue is
the dependence of the CG on the transition matrix, whose
closed-form expression is not available for most robotic
systems while its numerical computation is usually costly.
We leverage differential flatness to transform the nonlinear
system in the Brunovsky form, for which the transition
matrix reduces to the exponential of a Jordan block. The
resulting CG is a measure of the acquired information
through the flat outputs about the flat outputs themselves
and their derivatives. The inverse flatness change of coor-
dinates is then used to come back to the original state
variables, needed for computing the feedback control law.
The flat outputs are parameterized through B-Splines with
control points determined by actively maximizing CG. We
simulate our approach on a unicycle vehicle and a planar
UAV that need to estimate their configuration while mea-
suring their distance w.r.t. two fixed markers. Simulations
show the effectiveness of our methodology in reducing
both the computational time and the estimation uncertainty.

Index Terms—Optimization, robotics, information theory
and control.

I. INTRODUCTION

TO MOVE autonomously in unknown environments,
robots are required to continuously estimate their own

state and reconstruct the surroundings space. To this aim, the
sensing data provided by onboard sensors and (possibly) in the
environment can be exploited. In nonlinear frameworks, such
as the ones of interest in robotic applications, the possibility
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of reconstructing the system state based on the available
sensor data may depend also on the applied inputs [1], [2]; in
some particular cases, the state variables may even be either
reconstructable or not, depending on the chosen inputs [3].
Further, among the inputs that allow reconstructing the system
state, it is important to determine the ones providing the
maximum information gathered along the resulting trajectory
(or, equivalently, the minimum estimation uncertainty). This
is particularly important since sensor data are unavoidably
affected by noise that corrupts the available information.
The problem of action selection in this context is known
as active sensing/perception, which has been motivating the
rise of different strategies within many applications in several
robotic fields see, e.g., [4], [5], [6]. Efficient active sensing
strategies pass through the selection of a metric that quan-
tifies the gathered information. Examples in the literature
include the entropy [7], the mutual information [8], Bayesian
optimization [9], and finally the Fisher Information Matrix
(FIM) [10] and the Constructibility Gramian (CG) [11].
Further approaches are based on Partially Observable Markov
Decision Processes and Sequential Decision Processes [12].
Recent works have addressed the active sensing problem
with limited sensors and intermittent measurements [13], and
in the presence of both measurement and actuation/process
noise [14]. In this letter, we adopt the CG as the information
metric. However, the CG depends on the transition matrix,
whose closed-form expression is usually not available, and
whose numerical evaluation can rapidly become computation-
ally costly. To overcome this issue, the differential flatness
property can be exploited to transform the nonlinear system in
the Brunovsky form. Such representation is appealing in our
context, as the transition matrix reduces to the exponential of a
Jordan block, which is thus available in closed form, therefore
reducing the computational cost. The flatness property has
been extensively used in the literature for control and state
estimation purposes [15], [16]. Among the benefits provided
by the flatness, it is worth highlighting that a state estimation
algorithm based on the feedback linearized system relies on a
linear process model; additionally, when the flat outputs can
be directly measured by the available sensors [17], [18], the
measurement model is linear as well. In both cases, this results
in improved performance in terms of accuracy and computa-
tional complexity compared to estimation algorithms that rely
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on nonlinear models [19]. Based on the above discussion, the
contributions of this letter are: i) enhancement of any CG-
based active sensing strategy through the transformation of
a nonlinear system in the Brunovsky form, ii) introduction
of a novel inverse flatness change of coordinates to come
back to the CG of the original state variables and iii) reduced
computational time in finding an optimal solution to the active
sensing problem. We show the effectiveness of our approach
on a unicycle vehicle and a planar quadrotor, comparing with
random paths and [11].

II. PRELIMINARIES

We consider a robotic system described through the generic
nonlinear model

q̇(t) = f (q(t), u(t)), q(t0) = q0 (1)

z(t) = h(q(t)) + μ(t) (2)

where q(t) ∈ R
n is the state of the system to be estimated,

u(t) ∈ U ⊆ R
m is the control input, and z(t) ∈ R

p represents
the measurements provided by the available sensors; further,
f and h are analytic functions, and μ(t) ∼ N (0, R(t)) is
a Gaussian noise with zero mean and covariance matrix
R(t). We assume that the system is subject to negligible
actuation/process noises. In [11], an online active sensing
control strategy has been proposed that relies on the CG as
the tool for expressing the ability to retrieve information about
the final state qf at time tf from the collected input and output
data. We recall that, for any t0 < tf , the CG [11] is defined as

Gc
(
t0, tf

)
�

∫ tf

t0
�

(
τ, tf

)TH(τ )TW(τ )H(τ )�
(
τ, tf

)
dτ, (3)

where H(τ ) = ∂h(q(τ ))
∂q(τ )

, and W(τ ) ∈ R
p×p is a symmetric

positive definite weight matrix that may be used, for example,
to account for the reliability of outputs affected by different
noise levels. Matrix �(t, tf ) ∈ R

n×n, known as sensitivity
matrix of the state trajectory w.r.t. the final conditions qf , is
defined as �(t, tf ) = ∂q(t)

∂qf
and obeys the following differential

equation with final conditions at tf

�̇
(
t, tf

) = ∂f (q(t), u(t))

∂q(t)
�

(
t, tf

)
, �

(
tf , tf

) = I. (4)

By the semigroup property, for which �(t0, tf ) =
�(t0, τ )�(τ, tf ) = �−1(τ, t0)�(τ, tf ), it is easy to show
that CG is related to the Observability Gramian Go(t0, tf ) as
Gc(t0, tf ) = �T(t0, tf )Go(t0, tf )�(t0, tf ) [11]. In the follow-
ing, if needed, we will explicitly mention the state variables
the CG refers to, e.g., qGc(t0, tf ), is the CG related to the
system expressed with state variables q. We conclude by
showing an important link between the CG and the optimal
error covariance matrix P for the Linear Time-Varying (LTV)
system obtained by linearizing (1)-(2) around a nominal
trajectory (q(t), u(t))

q̇(t) = A(t) q(t) + B(t) u(t), q(t0) = q0

z(t) = H(t) q(t) + μ(t) (5)

where A(t) = ∂f (q,u)
∂q , B(t) = ∂f (q,u)

∂u and H(t) = ∂h(q)
∂q . In the

absence of process noise, the CG with W(t) = R−1(t) for (5)

coincides with the inverse of matrix P(t), i.e., the optimal
covariance matrix associated to the estimation error of the LTV
system computed by solving the Riccati equation [20], [21].
Indeed, with P0 = P(t0), the following holds (see [11])

P−1(t) = �T (t0, t)P−1
0 �(t0, t) + Gc(t0, t)

= �T (t0, t)Gc(−∞, t0)�(t0, t) + Gc(t0, t) = Gc(−∞, t). (6)

Therefore, in accordance with (6), maximizing (a suitable
norm of) Gc(−∞, t) is equivalent to minimizing (a suitable
norm of) the estimation error covariance P(t) associated to
the LTV system obtained by linearizing the nonlinear system
around a nominal trajectory. Consequently, the trajectory q(t)
followed by the robot under the control action resulting from
such optimization is expected to provide a state estimate
with minimum uncertainty when the linearization (5) around
q(t) is sufficiently representative of the true system (1)-(2).
Specifically, a suitable index for expressing the maximum
estimation uncertainty is the smallest eigenvalue of the CG
(λmin(Gc)), which can be approximated with a differentiable
approximation, hereafter named as μ-norm, i.e., ‖Gc‖μ when
two eigenvalues of the GC coalesce (see [11] for details).

Remark 1: The covariance matrix provided by the EKF
built on (5) is equal to the inverse of the FIM [20], implying
that CG coincides with the FIM in this case. However, the
CG remains the measure of constructibility/observability for
the original nonlinear system (1)-(2), holding for nonlinear
observers as the UKF, in the same way as the observability
rank condition for nonlinear systems [1], [2]. In addition,
the discrete-time CG is, in turn, a solution to the discrete-
time Riccati equation of the EKF and corresponds to the
continuous-time CG if RDT = R�T with RDT discretize
measurement noise covariance (see [22, p. 232] for further
details).

The main difficulty in using the CG is the lack, in most
cases, of a closed-form expression of the sensitivity matrix
�(t, tf ). Finding a solution for (4) is as complex and costly
as finding a solution for (1). Differently from [11], in this
letter we further exploit the differential flatness property by
feedback linearizing the nonlinear system to transform it in
the Brunovsky form, for which the transition matrix reduces
to the exponential of a Jordan block. However, our objective
is to maximize performance in estimating the original state
of the nonlinear system, as it is then used to compute the
nonlinear feedback for linearization. Therefore, in the next
section, we introduce a methodology to come back to the
CG for the original nonlinear system while circumventing the
computational cost of numerically retrieving the sensitivity
matrix.

III. OPTIMAL INFORMATION-AWARE TRAJECTORY

GENERATION VIA FEEDBACK LINEARIZATION

This section first introduces the two main tools employed
in our approach: (i) the Brunovsky form for rewriting the CG
in terms of the exponential of a Jordan block matrix; (ii) B-
spline curve for parameterizing the flat outputs. Then, a novel
active sensing control problem is formulated.
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A. CG Decomposition via the Brunovsky Form

Let us start by considering the differential flatness definition.
Definition 1 (Differentially Flat Systems [16]): System (1)

is differentially flat if there exist flat outputs ξ =
[ξ1, . . . , ξκ ]� = Fξ (q, u, u̇, ü, . . . , u(i)) ∈ IRκ such that the
states and inputs can be expressed as q = q(ξ , ξ̇ , . . . , ξ (l)) and
u = u(ξ , ξ̇ , . . . , ξ (l)), where i, l are non-negative integers –
without the need to integrate the system.

Example 1 (Unicycle Vehicle Moving on a Plane): Let
q(t) = (x(t), y(t), θ(t)) with (x(t), y(t)) the position on the
plane and θ(t) the heading. The robot kinematic is q̇ =
g1(q)v+g2(q)ω with g1 = [ cos θ, sin θ, 0]�, g2 = [0, 0, 1]�,
and v and ω the linear and angular velocities, respectively.
The flat output for this case is ξ = [ξ1, ξ2]� = [x, y]�,
while θ , v and ω can be expressed in terms of ξ , ξ̇ ,

and ξ̈ as: θ = arctan(ξ̇1/ξ̇2), v =
√

ξ̇2
1 + ξ̇2

2 and ω =
(ξ̈2ξ̇1 − ξ̈1ξ̇2)/(ξ̇

2
1 + ξ̇2

2 ).
Let r = ∑κ

i=1 ri be the total relative degree of the system (1)
with ri the relative degree of ξ i. If r < n, then the relative
degree of some output is lower than that of others, indicating
that some inputs influence the output earlier than others.
Therefore, in order to proceed with a feedback linearization,
first of all, it is necessary to extend the state of the system (1)
by considering as new control inputs the derivative of the
inputs in u with lower relative degree until a finite order [23].

Let qe ∈ IRne with ne > n be the new extended states, ue

the control inputs of the extended nonlinear system, and the
total relative degree of the extended system re = ∑κ

i=1 ri =
ne. Hereafter, we consider that each flat output has the same
relative degree r̄, implying re = κ r̄. It is now possible to deter-
mine a change of coordinates η = [ξ�, ξ̇

�
, . . . , ξ (r̄−1)� ]� =

Fη(qe) ∈ IRne for which the new dynamics is

η̇(t) = ∂Fη

(
qe

)

∂qe
q̇e

∣
∣∣
qe=F−1

η (η)
= fη(η(t), ue(t)) (7)

where ξ̇
(r̄−1) = ξ (r̄) = �(qe) + E(qe)ue|qe=F−1

η (η), E ∈ IRκ×κ ,
and � ∈ IRκ . Values of qe such that the inverse of E(·) does
not exist are known as intrinsic flatness singularities [24].
For all the other values of qe such that the change of
coordinates has no singularity (aka apparent singularities [24]),
the static nonlinear feedback ue = −E−1(qe)�(qe)+E−1(qe)ν

transforms (7) as

η̇(t) = Abη(t) + Bbν(t)

z(t) = h
(

Fη
−1(η)

)
+ μ(t) (8)

where ν = ξ (r̄) ∈ IRκ are the new fictitious control inputs for
the linearized system (8) (to be designed in order to obtain
an arbitrary asymptotic convergence to desired values ηd of
variables η). Moreover,

Ab =
[

0κ(r̄−1)×κ Iκ(r̄−1)×κ(r̄−1)

0κ×κ 0κ×κ(r̄−1)

]
, Bb =

[
0κ(r̄−1)×κ

Iκ×κ

]
.

The noisy outputs z(t) (still nonlinear) expressed in the new
coordinates η are obtained from (2) by using the inverse
transformation F−1

η (η). Since the outputs remain the same as
in (2) and the noise is state-independent, the latter affects the
measurements in the new coordinates η as in (2).

Example 2 (Unicycle Vehicle Moving on a Plane): Both flat
outputs have relative degree 1 w.r.t. v and relative degree 2
w.r.t. ω. As a consequence, by deriving the flat outputs until a
control input appears, we obtain a matrix E with a null column.
By extending the state variable with v, i.e., qe = [x, y, θ, v]� =
[qe1, qe2 , qe3 , qe4 ]�, and by defining a new control input a,
such that v̇ = a, i.e., ue = [a, ω]�, one has η = [x, y, ẋ, ẏ],

ν = [ẍ, ÿ]�, E(qe) =
[

cos qe3 − qe4 sin qe3

sin qe3 cos qe3

]
and �(qe) = 0

(see [25] for more details).
The transition matrix of (8) can be computed in closed-form

as �(τ, tf ) = eAb(τ−tf ). Therefore, its CG is

ηGc
(
t0, tf

) =
∫ tf

t0
eA�

b (τ−tf )H�
η R−1(t)Hη eAb(τ−tf ) dt (9)

where Hη = ∂h
∂η

= ∂h
∂q

∂q
∂η

. Moreover, similarly to (6),
ηGc(−∞, tf ) can be usefully decomposed as

ηGc
(−∞, tf

) = �
(
t, tf

)�ηGc(−∞, t)�
(
t, tf

) + ηGc
(
t, tf

)

implying

ηGc(−∞, t) = P−1
η (t). (10)

However, it should be noted that (9) quantifies the amount of
information about the flat outputs and their derivatives until a
finite order, while in practice one is usually interested in the
original variable q of system (1)–(2), especially because q is
used to compute the feedback control law ue. It also does not
consider the information contained in the nonlinearity of ue.
In the following, we will show how to address both problems.
Let us start again from system (7). The covariance matrix
Pqe of the extended state qe can be expressed in terms of the
covariance matrix Pη of the state η, through the following
approximation [22, p. 438]:

Pqe ≈ JηPηJ�
η (11)

where Jη = ∂F−1
η (η)

∂η
is the Jacobian of the inverse flatness

transformation F−1
η (η) = qe. Notice that, if Pη was the exact

covariance matrix of η, (11) would hold exactly in case Fη(·)
is linear.

Proposition 1: Let us consider the nonlinear system (7).
The amount of information about variables qe encoded by qeGc

can be retrieved from ηGc through the following expression:

qeGc
(−∞, tf

) = J−�
η

(
tf
)
(��

η (t, tf )
ηGc(−∞, t)�η(t, tf )

+ ηGc(t, tf ))J−1
η

(
tf
)
, (12)

where �η(t, tf ) is the state transition matrix of (7).
Proof: Let us consider the inverse of (11) defined as

P−1
qe

≈ J−�
η P−1

η J−1
η . By exploiting the equality (10) and by

substituting the CG decomposition to ηGc(−∞, t), i.e., (6),
then (12) follows.

Notice that, the CG for the original system (1)–
(2), i.e., qGc(−∞, tf ), is a submatrix of qeGc(−∞, tf ).
Proposition 1 cannot be extended to (8) as it is obtained by a
nonlinear feedback. A possible way to recover the nonlinearity
contained in the input transformation from ue to ν, is to further
extend qe by adding control ue among the state variables,
obtaining q′

e = [q�
e , u�

e ]�. The new change of coordinates



1838 IEEE CONTROL SYSTEMS LETTERS, VOL. 8, 2024

is ηe = [η�, ν�]� = Fηe(q
′
e) = [Fη(qe)

�, (E(qe)ue +
�(qe))

�]� and the new static nonlinear feedback becomes
u′

e = −E−1
e (q′

e)�e(q′
e)+E−1

e (q′
e)νe where νe = ν̇ ∈ IRκ is the

new fictitious control input. The dynamics of the system with
state ηe and input νe is

η̇e(t) = Abeηe(t) + Bbeνe(t)

z(t) = h
(
Fη

−1(η)
) + μ(t), (13)

with

Abe =
[

Ab A∗
b

0κ×ne 0κ×κ

]
, Bbe =

[
0ne×κ

Iκ×κ

]
,

A∗
be

=
[

0κ(r̄−1)×κ

Iκ×κ

]
,

where A∗
be

captures the effect of the state added to recover the
nonlinearity of the input transformation.

Example 3 (Unicycle Vehicle Moving on a Plane): The
state of the augmented system (13) is composed of
ηe = [η�, ν�]� and νe = [

...
x ,

...
y ]�. Consequently,

q′
e = [q�

e , a, ω]� = [q′
e1

, q′
e2

, q′
e3

, q′
e4

, q′
e5

, q′
e6

]�, u′
e =

[ȧ, ω̇]�. By computing the jerk of the flat outputs, we

obtain Ee(q′
e) =

[
cos q′

e3
−q′

e4
sin q′

e3

sin q′
e3

cos q′
e3

]
and �e(q′

e) =
[
−q′

e6
q′

e5
sin q′

e3
− q′

e4
q′2

e6
cos q′

e3

2q′
e6

q′
e5

cos q′
e3

+ q′
e4

q′2
e3

sin q′
e3

]

(similar findings can be

observed in [26]).
Proposition 2: Let us consider (13) with νe = Ee(q′

e)u
′
e +

�e(q′
e)|q′

e=F−1
ηe (ηe)

and its transition matrix �ηe(t, tf ). The state
transition matrix of system (8) is a submatrix of �ηe(t, tf )
defined as

�η

(
t, tf

) = eAb(t−tf ) + Y(t)Z
(
η(tf )

)
(14)

with

Y(t) =
(∫ t−tf

0
eAb(t−tf −τ)dτ

)
A∗

b (15)

Z
(
η(tf )

) = ∂

∂η
(
tf
)
(
−E−1

(
F−1

η

(
η(tf )

))
�

(
F−1

η

(
η(tf )

))

+ E−1
(

F−1
η (η(tf ))

)
ν
)

(16)

where Y(t) and Z(η(tf )) model the effects of the input on η.
Proof: Let us consider the transition matrix of (13) with

νe = Ee(q′
e)u

′
e + �e(q′

e)|q′
e=F−1

ηe (ηe)
. One has

�ηe(t, t0) = eAbe (t−t0) +
+ ∂

∂η0

∫ t

t0
BbeEe

(
q′

e

)
u′

e + �e
(
q′

e

)|q′
e=F−1

ηe (ηe)
dτ, (17)

with

eAbe (t−t0) =
(

eAb(t−t0) Y(t)
0κ×ne Iκ×κ

)
.

the transition matrix of (21) (see [27, p. 215] for its derivation).
Let us compute now the state transition matrix of the system
with state q′

e as a function of ηe

�q′
e
(t, t0) = ∂qe

∂qe0

= ∂qe

∂ηe
�ηe(t, t0)

∂ηe0

∂qe0

= Jηe�ηe(t, t0)J−1
ηe0

, (18)

where Jηe = ∂qe
∂ηe

= ∂F−1
ηe (ηe)

∂ηe
is the Jacobian of

the inverse flatness change of coordinates F−1
ηe

(ηe) =
[Fη(η)−�, (−E−1(qe)�(qe)+E−1(qe)ν)�|qe=F−1

η(η)
]� = q′

e. As
a consequence,

Jηe =
(

Jη 0ne×κ

Z(η) E−1
(

F−1
η (η)

)
)

.

with Z(η) obtained from (16) at a generic time t. Of course,
in (18), J−1

ηe0
is the inverse of Jηe evaluated at the initial state

ηe0
. By replacing (17) in (18) and after some algebra,

�q′
e
(t, t0) =

(
Jη

(
eAb(t−t0) + Y(t)Z

(
η0

))
J−1

η0
∗

∗ ∗
)

(19)

From (19), it is possible to extract the transition matrix

�qe
= Jη

(
eAb(t−t0) + Y(t)Z

(
η0

))
J−1

η0
, (20)

i.e., the state transition matrix of qe obtained as an exact
coordinates change. Finally, from (20) and (18) the thesis
follows.

We are now ready to state the main result of this letter,
i.e., retrieving in closed-form the CG of the original nonlinear
system (1)-(2) by exploiting Propositions 1 and 2.

Proposition 3: Let us consider a nonlinear system (1)-(2).
Its CG (qGc(−∞, tf )) can be computed starting from the CG
of (8) as a submatrix of

qeGc
(−∞, tf

) = J−�
η

(
tf
)((

eAb(t−tf ) + Y(t)Z
(
η(tf )

))�

ηGc(−∞, t)
(

eAb(t−tf ) + Y(t)Z
(
η(tf )

)) +
+ ηGc

(
t, tf

)
)J−1

η

(
tf
)
. (21)

Proof: The thesis can be trivially obtained by replacing (14)
(thesis of Proposition 2) into the expression (12) (thesis of
Proposition 1).

Using (21) to maximize a specific norm of qGc(−∞, tf )
effectively enhances the estimation accuracy of the original
states q. A significant advantage of this formulation is the
closed-form derivation of all matrices involved in (21), the
evaluation of the integral in ηGc(t, tf ) being the only numerical
computation to be carried out. Furthermore, if an EKF is
employed as an observer, ηGc(−∞, t) can be obtained as the
inverse of the provided covariance matrix. Otherwise, it can be
obtained by integrating (21) along the state estimate. Starting
from the estimate η̂ of η, the estimate q̂(t) of the original
variable q and its covariance matrix Pq(t) can be determined
from qe = Fη(η) and (11). This reduction in computational
complexity significantly increases the practical feasibility of
the methodology proposed in [11] to all differentially flat
robotics systems.

B. B-Spline Parametrization

As in [11], we adopt B-Splines as parametric curves for the
flat outputs. B-Spline curves are linear combinations, through a
finite number of L control points xc = (xT

c,1, xT
c,2, . . . , xT

c,L)T ∈
R

κ·L, of basis functions Bα
j : S → R for j = 1, . . . , L

obtained by the Cox-de Boor recursion formula. Each B-
Spline can be expressed as γ (xc, ·) : S → R

κ , s →
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∑L
j=1 xc,jBα

j (s, s) = Bs(s)xc, where S is a compact subset
of R. The degree of the basis functions α and the sequence
of knots s = (s1, s2, . . . , s�) are fixed parameters. Moreover,
Bs(s) ∈ R

κ×L denotes the collection of basis functions, and
Bα

j indicates the evaluation of the j-th basis function at s.
Additionally, the value s(t) of parameter s, corresponding to
time t, can be chosen depending on the desired timing law
along the trajectory. Hereafter, an arc-length parametrization
is adopted, allowing s(t) to be determined by integrating
ṡ(t) = v(xc, s)−1, where s(t) corresponds to the path length
t. By parameterizing the flat outputs Fξ (q) with a B-spline
curve γ (xc, s), all quantities involved in our optimal control
strategy (states q, inputs u, and any quantity needed for
the CG computation) can be expressed as functions of the
parameter s (the position along the spline) and the control
points xc. Consequently, the control points xc will be the sole
optimization variables. In the following, we denote the state q
and inputs u determined by the planned B-spline path γ (xc, s),
via the coordinate and input transformation, as qγ (xc, s)
and uγ (xc, s).

C. Control Problem Formulation

In this section, we state our optimal active sensing control
problem that exploits the differentially flatness property of
a nonlinear system as stated in Proposition 3. Let s0 =
s(t0), sf = s(tf ) and, in general, s(t) = st, similarly
to [11], the goal is now to solve the following optimization
problem

Problem 1 (Optimal Active Sensing Control for
Differentially Flat Systems): For all t ∈ [t0, tf ], find the
optimal location of the control points

x∗
c(t) = arg max

xc
‖qGc(−∞, t)‖μ,

with t =
∫ st

0
v(σ, xc)dσ, v(s, xc) =

∥
∥∥∥

dγ (s, xc)

ds

∥
∥∥∥

2
,

s.t.

1) q̂(t) − qγ (xc(t), st) ≡ 0,

2) fl(xc(τ ), sτ ) �= 0, ∀ τ ∈ [
t, tf

]

3) q ≤ qγ (xc(t), st) ≤ q̄

4) u ≤ uγ (xc(t), st) ≤ ū

where qGc(−∞, t) is computed as in Proposition 3, 1) is
the state coherency for maintaining the B-Spline trajectory
passing through the current state estimation value provided
online by the employed observer, 2) avoids intrinsic sin-
gularities, ensuring the existence of a feedback-linearizing
control law (see [11] for details), 3) and 4) replace the energy
constraint in [11] for the well-posedness of the optimization
problem.

Problem 1 is solved using the CasADi tool [28] with a
direct single shooting method by adopting the ma57 ipopt
solver. We have rewritten the control problem as a NonLinear
Program (NLP) problem where x∗

c is found through a gradient
descent method. Moreover, a 4th-order Runge-Kutta method
is employed for the computation of ηGc(t, tf ) with sampling
time �T . Furthermore, the control problem complexity can be
approximated as O(α × xc × N) with N = T

�T , T being the
simulation time.

IV. RESULTS

We test the proposed approach with a unicycle vehicle and
a planar quadrotor. We statistically compare the estimation
performance corresponding to random paths, also used as
initial guess for Problem 1, to the results obtained by solving
the problem defined in [11], referred to as AS (acronym for
Active Sensing) paths, and Problem 1, referred to as AS-
FL (acronym for Active Sensing with Feedback Linearization)
paths. Both optimization problems are solved offline. An EKF
is used for state estimation when both the random paths and
the AS paths are tested. For the AS-FL, an EKF is still used
but the prediction step builds on a linear process model.
Case A - Unicycle vehicle. The system is equipped with a
range sensor providing distance measurements w.r.t. two fixed
markers, i.e., zi = √

(x − xMi)
2 + (y − yMi)

2 where (xMi , yMi)

is the i-th marker position in the Cartesian space with i =
1, 2. The positions of the markers are (0, 0)m and (0, 5)m.
We generated 100 random paths. For each simulation, q0 =
[14 m, 1 m,−π rad]� while q̂0 is generated from q0 by
P0 = diag([0.1, 0.1, 0.05]). The input limitations are 0 ≤
v ≤ 4 m/s and −1 ≤ ω ≤ 1 rad/s, the bounds on the
state are 0 ≤ x, y ≤ 15 m, while θ is not bounded. The
simulation time is T = 10s, and the sampling time is �T =
0.1s. Moreover, we assume a white Gaussian output noise
with covariance matrix R = 0.1I. Finally, we consider a B-
spline with degree α = 2 and L = 6 control points. For each
optimized path, the smallest eigenvalue of P−1(tf ) and the
Root Mean Square of the estimation error at the final time, i.e.,
RMS(ef ), are considered. Their average values and standard
deviations are computed and a statistical analysis is provided
by using a Wilcoxon rank sum test. A significance level of
5% was assumed and p-values less than 10−4 were considered
equal to zero. The statistical results are shown in Fig. 1(a),
proving that the AS-FL exhibits slightly different statistical
properties concerning uncertainty and estimation errors when
compared to AS. However, when comparing both AS and
AS-FL approaches to the random one, the p-values are zero,
meaning that both provide paths with the same information
content. Moreover, finding the optimal solution for AS-FL
requires a shorter time, confirming the beneficial effect of the
proposed method.

Case B - Planar Quadrotor. Let q = [x, y, ẋ, ẏ, θ, ω]� =
[p, v, θ, ω]� be the state of the planar quadrotor and let u =
[f , τ ]� be the inputs consisting of the total trust and torque.
The system dynamic is the same as in [11, eq. (31)]. The
same outputs zi, i = 1, 2, as for the unicycle are considered.
We generated 10 random paths. For each simulation, q0 =
[10 m, 1 m, 0 m/s, 0 m/s, 0 rad, 0 rad/s]� while q̂0 by using
P0 = diag([0.1, 0.1, 0.01, 0.01, 0.01, 0.01]). The input limits
are 4 ≤ f ≤ 7 N and −1 ≤ τ ≤ 1 Nm. Moreover, T =
10s, �T = 0.1s, and R = 0.1I. The B-spline has a degree
α = 4 and L = 8 control points. The statistical results are
shown in Fig. 1(b). Also, in this case, AS-FL and AS present
the same statistical properties in terms of RMS and collected
information. However, compared to random paths they provide
a more informative path. Moreover, the computational time
is smaller for AS-FL, in spite of the increased complexity
w.r.t. previous case.
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Fig. 1. Statistical results for the unicycle vehicle (a) and planar quadrotor (b): average RMS of estimation errors with standard deviations, and
percentage improvement of AS-FL and AS w.r.t. random paths; average λmin(P−1(tf )) with standard deviations, and percentage improvement of
AS-FL and AS w.r.t. the random paths; average computational time with standard deviation, and percentage improvement of the AS-FL w.r.t. the AS.

V. CONCLUSION AND FUTURE WORKS

We have introduced an active sensing control methodology
exploiting flatness to transform the nonlinear system in the
Brunovsky form, thus ensuring a closed-form computation of
the transition matrix which appears in the CG and significantly
reducing the computational load of the optimization problem.
Our methodology has shown substantial improvements in
computational time and estimation performance. Future works
will address the online implementation, real experiments, and
the release of an open-source AS/AS-FL code, as well as the
link of CG with nonlinear observers (UKF).
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